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Abstract: Optical sectioning microscopy in wide-field fashion has been widely used to obtain 
three-dimensional images of biological samples; however, it requires scanning in depth and 
considerable time to acquire multiple depth information of a volumetric sample. In this paper, 
in vivo optical sectioning microscopy with volumetric hybrid illumination, with no 
mechanical moving parts, is presented. The proposed system is configured such that the 
optical sectioning is provided by hybrid illumination using a digital micro-mirror device 
(DMD) for uniform and non-uniform pattern projection, while the depth of imaging planes is 
varied by using an electrically tunable-focus lens with invariant magnification and resolution. 
We present and characterize the design, implementation, and experimentally demonstrate the 
proposed system’s ability through 3D imaging of in vivo Canenorhabditis elegans’ growth 
cones. 
© 2016 Optical Society of America 

OCIS codes: (110.0110) Imaging systems; (180.2520) Fluorescence microscopy; (110.6880) Three-dimensional 
image acquisition. 
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1. Introduction 

In vivo laser-induced fluorescence imaging of a volumetric tissue sample is one of the most 
invaluable apparatuses to directly visualize mechanisms and processes within a biological 
sample. The use of the term “volumetric imaging” typically implies sectioning ability, so that 
truly in vivo 3D image data can be acquired, ideally in real time or at least at video rate. 
Standard wide-field fluorescence microscopy is a commonly used imaging technique by 
researchers and clinicians, but a standard wide-field microscope has no optical sectioning 
capabilities, which limits its use in imaging thick biological samples. Many recent 
improvements in optical microscopy have been centered on optical sectioning techniques [1–
4]. For example, in confocal scanning microscopy [2, 3], fluorescence is excited by a focused 
beam and a pinhole at the image conjugate of the illumination rejects out-of-focus light. The 
price to pay for background rejection in confocal microscopy is scanning time in lateral 
dimensions as well as depth focusing, which is proportional to the resolution and scanning 
volume. 

Compared with the laser scanning confocal microscopy, structured illumination 
microscopy (SIM) based on the wide-field fashion requires less light power and shorter 
acquisition time [5–7]. SIM obtains an optically sectioned image at one depth using 
computational reconstruction algorithms after three images are acquired by translating a grid 
for three different phases at a step of one third of a grid period. Although it could be a simpler 
and more cost effective than confocal techniques, it still needs an axial scanning and has 
difficulty to avoid mis-registration and artifact in final processed images [8]. The most recent 
improvements include hybrid illumination microscopy, which can be thought as more general 
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than SIM imaging and can be also implemented with any type of non-uniform illumination of 
a particular pattern [9, 10]. 

To reduce or eliminate mechanical scanning, holography and diffraction gratings have 
been proposed in a variety of three-dimensional (3D) imaging techniques on the biological 
applications [11–15]. The most recent methods include Fresnel incoherent correlation 
holography (FINCH) [11], distorted thin gratings (QTG) [12, 13] and multiplex volume 
holography (MVH) [14, 15]. FINCH based on digital holographic microcopy (DHM) replaces 
scanning with deconvolution of the coherent Fresnel propagation kernel at multiple depths 
along the sample, but it does not yield true 3D images except in the limit of a sparsely 
populated object and it is not applicable for thick tissue [11]. Both QTG gratings and MVH 
simultaneously acquires multi-depth images of a biological sample. The former method does 
not offer fine scan step, and needs additional axial scanning to obtain images between depths 
[12, 13]. MVH can adopt DHM to enhance contrast of a sparsely populated sample [16], or 
incorporate structured illumination to provide fine optical sectioning with additional 
mechanical scanning among different layers [17]. 

Recently, focus tunable lens (FTL) for electrically high-speed focus adjustment has been 
utilized to eliminate mechanical moving parts in microscopy, including confocal microscopy 
[18], light sheet microscopy [19], and SIM [20]. Light sheet microscopy with FTL in 
detection may reduce scanning in depth, but it does not completely eliminate mechanical 
scanning in illumination. In the latter SIM, objective incorporating an FTL with magnification 
change for ex vivo imaging has been demonstrated, but it still needs to mechanically translate 
a grid for three different phases. In addition, it requires additional complicated imaging 
process since lateral resolution and contrast degrade due to variant magnification for each 
depth including the similar system recently being reported in [21]. 

Here, we experimentally demonstrate an in vivo, mechanical-scan-free, high-resolution, 
wide-field optically sectioned microscope for 3D volumetric imaging of biological samples, 
where contrast and speed are achieved from a combination of digital micro-mirror device 
(DMD) based hybrid illumination imaging and FTL with invariant magnification formation in 
fluorescent imaging. The parallelism allowing the complete elimination of mechanical 
scanning under constant magnification and contrast is provided by the FTL in detection in a 
telecentric fashion, while the active DMD based hybrid structured illumination provides depth 
contrast and suppression of scattered light. Therefore, our approach does not require any 
mechanical moving parts for in vivo 3D biopsy of a biological sample. 

In Section 2, we overview the respective principles of hybrid illumination imaging and 
FTL in telecentric setup, and describe how to combine them to design the optical arrangement 
that we used to implement our proposed in vivo approach. In Section 3, the performance of 
our system is characterized and investigated using fluorescently labeled microspheres, and 
pollen grains. Experimental performance is further demonstrated by 3D volumetric imaging 
of in vivo Canenorhabditis elegans’s (C. elegans) growth cone. Section 4 discusses 
advantages and limitations of our approach based on our experimental results. 

2. Methods 

A schematic diagram of the proposed system for in vivo, 3D, mechanical-scan-free, high-
resolution, optically sectioned volumetric imaging is shown in Fig. 1. The excitation light is 
spatially modulated by the DMD, which is placed at the conjugate sample plane to produce 
hybrid structured pattern onto focal plane of the objective. The illuminated high-contrast 
structured patterns, incident at the sample plane, are detected incoherently. For focus 
adjustment, the FTL is utilized and located at the conjugate aperture stop of the objective in 
telecentric design to keep magnification and contrast constant. 
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Fig. 1. Schematic drawing of the proposed microscope in epi-illumination format. In this 
diagram, hybrid illumination pattern from the DMD is projected onto in-focus sample plane. 
Focus adjustment of the excited fluorescent signal (dash line) from the sample is controlled by 
the FTL, which is located at the conjugate aperture stop of the objective in telecentric design to 
perform constant magnification and contrast. 

2.1 Hybrid structured illumination for optically sectioned imaging 

The principle of hybrid illumination imaging requires pair-wise fluorescence images, one 
with the uniform illumination image and the other standard structured illumination image, to 
extract an optically sectioned image at the focal plane [22–24]. The reconstructed image is the 
combination of the high frequency in-focus content (called Hi image) extracted from 
uniformly illuminated image and the low frequency in-focus content (called Lo image) 
extracted from combination of uniform and structured light illuminated images. The uniform 
illumination can be decomposed into: 

 ( ) ( ) ( ), , , ,in outU x y I x y I x y= +  (1) 

where Iin(x,y) and Iout(x,y) are in-focus and out-of-focus components. The structured 
illuminated image can be described similar as: 

 ( ) ( ) ( ) ( )( ), 0.5 , 1 (2 ) , ,in g outS x y I x y cos f x I x yμ π= ⋅ ⋅ + +  (2) 

where μ is the modulation contrast and fg is the spatial frequency of the imaged grid pattern. 
The Hi and Lo images can be written as 

 ( ), ,
cf

Hi HP U x y=     (3) 

 ( ) ( )o , , ,
cf

L LP C x y U x y= ×    (4) 

where HP  and LP  denote the high-pass and low-pass filters with a certain cut-off frequency 
fc and the weighting function, C. 

The filtered weighting function in frequency domain is obtained from multiplication of the 
Fourier transform of the image difference between the structured illuminated and the 
uniformly illuminated images with a bandpass filter, Hf. 

 ( ) ( ){ } ( )
( )

( )
( )

1 1 , ,
, , ,

, ,x y f

U x y S x y
C x y F C f f F F H

U x y S x y
− −

     = = − ×   
     

 (5) 
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where <S> and <U> represent an average of a local Gaussian low-pass filtering window in 
uniform and structured images, respectively. F and F−1 are the Fourier and inverse Fourier 
transform operator. Hf is the Gaussian bandpass filter to remove the noise and preserve the 
frequency components close to the spatial frequency of structured illumination pattern, and 
can be expressed as: 

 ( ) ( ) 2

0,
, 1 ,

x y

f x y

R f f R
H f f exp

w R

  −  = − −
  ⋅   

 (6) 

where R is the radial distance from the center of the filter, R0 is the radius at the maximum 
value of the filter and w is the width of the bandpass filter. 

The optically sectioned image can then be reconstructed as: 

 ( ) ( ) ( ), , , ,secI x y Hi x y Lo x yη= +  (7) 

where η is the scaling factor to obtain the seamless fusion between Hi and Lo images at the 
corresponding axial plane z. Typical values of η used for processing the images for our 
system are 0.5~3. 

2.2 Telecentric design for invariant magnification 

To implement mechanical-scan-free during focal adjustment, telecentric design is utilized for 
the insertion of the FTL [25]. Since the aperture stop of an objective is located at the rear 
focal point, the entrance pupil is imaged at the infinity. The magnification of the objective 
lens becomes invariant as a sample is moved in depth along the optical axis because the chief 
rays from the top of the object are parallel to the optical axis. Normally, the aperture stop of 
the objective lens is at inaccessible location in the microscope objective housing for FTL to 
form a telecentric system. Therefore, a focal relay is utilized to image the aperture stop of the 
objective onto the FTL. The relay lens design is symmetrical to reduce the odd aberrations 
and the separation between lenses has been optimized to minimize the wavefront error [26]. 

In addition, the FTL further incorporates a plane concave lens in the proposed system in 
Fig. 1 to approach symmetric focus adjustment on the sample plane. The effective lens of the 
FTL with the negative lens is configured at the rear focal point of the afocal relay to form a 
telecentric system. The effective lens power of the FTL with the negative plane concave lens 
can be calculated by φFTL,eff = φFTL + φn - φFTL⋅ φn⋅ t, where f = 1/φ. As shown in Fig. 1, t is the 
distance between the negative lens and the FTL. The displacement in the sample plane is 
denoted as Δz and the corresponding displacement in the intermediate image space is Δz'. The 
relationship between Δz and Δz' is Δz' = -M2⋅ Δz/n, where M is the magnification of the 
objective lens with respect to the focal length of the front part of the relay lens in Fig. 1, and n 
is the refractive index in the sample space. 

As the FTL is inserted at the rear focal point of the rear part of the relay lens, the front 
principal plane is shifted by distance 

 ,

2
,FTL eff

r

d
φ

φ
=  (8) 

where φr is the lens power of the rear part of the relay lens and the displacement of the front 
principal plane is controlled by the effective power of FTL. According to Gaussian imagery, 
the object distance is increased in the minus z direction as the front principal plane is shifted 
toward FTL. The Δz is written as 
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where fr and fFTL,eff are the focal length of the relay lens and the FTL with a negative lens, 
respectively. 

3. Experimental results and discussion 

3.1 System performance for invariant magnification and contrast during focus 
adjustment 

The ability of the proposed fluorescence imaging microscopy based on Fig. 1, to maintain 
constant magnification and telecentricity during axial scanning using a FTL (EL-C-10-30-
VIS-LD, Optotune), was verified by imaging a standard Air Force resolution chart (AFRC). 
An autofluorescent plastic slide was attached behind the AFRC such that the AFRC was able 
to be imaged under fluorescence condition. The imaging system with a sCMOS CCD (ORCA 
flash 4.0 sCMOS, Hamamatsu), had an effective system magnification of 69 × using an 
infinity-corrected objective lens (ULWDMSPlan100X, Olympus) with a tube lens (f = 
125mm). An afocal relay system with a symmetrical configuration, consisting of two pairs of 
achromatic doublets (AC254-050-A1, AC254-100-A1, Thorlabs Inc.) based on telecentric 
design to minimize the wavefront error as described in section 2.2, was utilized between the 
objective lens and the combination of the FTL with a negative plane concave lens (f = −75 
mm); therefore, the effective FTL is conjugate to the back aperture of the objective lens. In 
our proof-of-concept system, the effective focal length of FTL with the negative lens is able 
to be tuned from −219 mm to 77 mm with t~4 mm, and the maximum tuning range can be 
reached up to ~60μm based on Eq. (9). A dichroic mirror (Q505lp, Chroma Technology 
Corp.) and an emission filter (MF530/43, Thorlabs Inc.) were used to prevent stray excitation 
light from reaching the CCD camera during imaging. In Fig. 2, under uniform illumination 
through a DMD (DLP 6500 Texas Instruments), the smallest features (0.78 μm) on the 
element 3 of group 9 is clearly resolved. According to Ref [19], the focus displacement on the 
sample plane is linearly proportional to driven input currents (or voltages) of the FTL. In our 
experiment, by tuning the current of the FTL from 30 mA to 280 mA, the focus displacement 
is mechanically equivalent from Δz = 0 μm to 35 μm. Indeed, the focus displacement is 0.3 
μm using an applied step size of 2 mA. In Figs. 2(a)-2(c), by application of different driven 
currents, the resultant images are obtained with corresponding mechanical displacement on 
the sample plane. At selected features (element 1 of group 9) on Figs. 2(a1) and 2(b1), two 
cross profiles are shown in Fig. 2(c) and the measured contrast is ~82% for both Δz = 0 μm 
and Δz = 35 μm, serving as the direct evidence of constant contrast and magnification during 
focus adjustment with the FTL. 
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Fig. 2. AFRC obtained using the mechanical-scan-free microscope at different focal planes as 
an input driven current of the FTL is increased from 30mA to 280mA, (i.e. the focus 
displacement is mechanically equivalent from Δz = 0 μm to 35 μm). (c) Both cross profiles 
along the dash (blue) for Δz = 0 μm and solid (orange) lines for Δz = 35 μm with same contrast 
of ~82%. 

3.2 Optical sectioning for imaging standard fluorescent samples 

 

Fig. 3. (a) Uniform illuminated image, and (b) structured illumination image of 45μm 
fluorescent beads. (c) HiLo processed image to remove out-of-focus background using pair-
wise imaging algorithm, which requires respective image of (a) and (b). (d) Intensity profiles 
along in-focus and out-of-focus beads. The dash (red) line indicates that the hazy background 
contributed from out-of-focus beads is significantly suppressed. 

The optical sectioning ability of the microscope was verified by imaging fluorescently labeled 
45 µm microspheres (Polysciences, Warrington, PA, USA). The microspheres, suspended in a 
1 mm thick slab of agarose (Invitrogen), were excited using a blue diode laser source at λ = 
473 nm. Figure 3 provides comparisons of standard wide-field and optical sectioning images 
captured using our proposed system under a standard uniform illumination, and DMD-based 
hybrid structured illumination. In Fig. 3(a), with uniform illumination the image of 
fluorescently labeled microspheres with out-of-focus light is captured from the CCD, which 
indicates poor depth selectivity. Figure 3(b) shows that the contrast of grid patterns, generated 
by the DMD, on the in-focus microspheres is obviously clear, while the grid pattern on the 
out-of-focus microspheres is barely observed. Figure 3(c) shows the resultant optical 
sectioning image, processed based on hybrid imaging principle in Section 2.1 by using the 
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uniform illuminated image (Fig. 3(a)) and hybrid structured illuminated image with 54 lines-
per-millimeter (lp/mm) (Fig. 3(b)) at the sample plane. The hybrid imaging principle was 
used to remove the out-of-focus background noise from the desired in-focus signal. In Fig. 
3(d), a comparison of the uniform illumination images and the processed hybrid illumination 
image shows that the out-of-focus background light is suppressed significantly. 

 

Fig. 4. The axial contrast plot of the projected structured illumination image under bright field 
illumination condition representing the z point spread function using hybrid computational 
method with different spatial frequencies of the projected grid pattern with 2.5lp/mm (marked 
with violet color), 5lp/mm (marked with green color) and 7lp/mm (marked with brown color), 
respectively. 

In order to quantify the optical sectioning of the microscope, imaging contrast of the 
DMD projected grid with different spatial frequency was investigated and measured. The 
fluorescent beads’ sample was scanned along the optical axis, concurrently keeping the other 
imaging conditions constant. Figure 4 performs the system’s depth resolution in term of the 
grid contrast. The contrast is calculated by (Imax-Imin)/(Imax + Imin), where Imax and Imin 
correspond to the intensity of the bright stripe and dark stripe of the grid pattern, respectively. 
The decay in the contrast of the projected grid pattern on the fluorescence microsphere along 
the axial direction defines the optical sectioning capability of the system [17, 27]. After 
Gaussian curve fitting, the respective full width half maximum (FWHM) of the grid patterns 
with spatial frequencies at 2.5lp/mm, 5lp/mm and 7lp/mm is 15.86, 8.2, and 6.7 μm, 
corresponding to 3.7, 1.9, and 1.56 μm at the sample space. Clearly, by programming the 
DMD to project grid pattern with higher spatial frequency on the sample plane, the system 
based on hybrid structured illumination offers finer optical sectioning capability in 
suppressing defocus background. 
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Fig. 5. (a, b) Uniform illuminated images of mixed fluorescent pollen grains at Δz = 3μm and 
18 μm, respectively. (c1, c2) Zoom-in structured illuminated images of the top fluorescent 
pollen at respective Δz = 3μm and 18 μm. (d1, d2) Zoom-in structured illuminated images of 
the bottom fluorescent pollen at respective Δz = 3μm and 18 μm. (e, f) Corresponding hybrid 
processed images using HiLo pair-wise imaging algorithm. (g) Intensity cross-section along 
the dash (blue) and solid (red) lines at Δz = 3μm of the uniformly illuminated and hybrid 
illuminated images (a) and (e), respectively. 

In addition, the microscopic system performance to resolve volumetric samples was 
evaluated by imaging auto-fluorescence pollen grains. Figures 5(a) and 5(b) show the images 
of the mixed pollen grains (Carolina, USA) under standard uniform illumination at two 
different depths, and haze, which is clearly observed in both depths, results from strong out-
of-focus background. Figures 5(c) and 5(d) are zoomed-in pollen images with projected grid 
patterns at corresponding depths, respectively. Figures 5(e) and 5(f) show resultant processed 
images based on hybrid imaging principle. Figure 5(g) shows intensity cross-sections at Δz = 
3 μm comparing the signal-to-background with uniform illumination and hybrid structured 
illumination. It is clear that the haze (i.e. background) has been suppressed significantly such 
that low contrast features are now visible with good signal to background ratio. The video 
about more depths within the pollen grains with HiLo post processing can be found in the 
supplement Visualization 1. 

Figure 6(a) is the image of Lilium pollens with standard uniform illumination, while Fig. 
6(b) further shows the resultant fusion of 65 optically sectioned images, with a step size of 0.3 
μm in focus adjustment via an applied FTL step size of 2 mA, using hybrid process to provide 
extended depth of field. 

Fig. 6. (a) Uniformly illuminated image of Lillium pollens. (b) A fusion of sixty-five optically 
sectioned images of the pollens. 
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3.3 Experimental result of imaging in vivo C. elegans’ growth cones 

To demonstrate in vivo imaging capability of the microscopic system, we performed an 
experiment to image growth cones of a live auto-fluorescence transgenic C. elegans worm. 
We kept a paralyzed worm with leavemisole on a microwell dish, before performing in vivo 
imaging experiment [28]. Figure 7 shows the in vivo images of growth cones of the worm as 
taken with our microscope. In Figs. 7(a1)-7(a3), images of the in vivo C. elegans at different 
depths by application of different driven currents on FTL were taken with uniform 
illumination, i.e. without projected grid pattern from the DMD. However, haze is significantly 
visible at all depths due to the thick nature of the sample and the standard wide-field 
illumination. Figures 7(d) and 7(e) are zoom in images of the boxes highlighted in Figs. 7(a2) 
and 7(b2) with uniform and structured illumination at the corresponding depth, respectively. 
The background has been suppressed significantly and low contrast features of anvil-shaped 
growth cones are now clearly resolved in Fig. 7(e). The video about more depths within the 
entire live worm with HiLo post processing can be found in the supplement Visualization 2. 

 

Fig. 7. (a1-a3) Uniform illuminated images of a transgenic C. elegans worm at three different 
depths. (b1-b3) Corresponding hybrid processed images using HiLo pair-wise imaging 
algorithm at three depths, respectively. (c, d) Zoom-in to the solid-box and dashed-box regions 
of (a2), and (b2), respectively. Scale bars are 10μm in length. 

4. Conclusion 

We have developed an in vivo, mechanical-scan-free, multi-plane, wide-field optical 
sectioning microscope for 3D volumetric imaging of biological samples. Image contrast and 
operation speed are achieved from a combination of programmable DMD based hybrid 
illumination imaging and FTL with invariant imaging magnification formation. The proposed 
microscope is simple, fast, and robust to observe in vivo images from different planes within a 
volumetric biological simple while effectively rejecting out-focus-background. Although the 
amount of spherical aberration may increase linearly with the scanning depth at normal 
incidence [29], the aberration can be minimized using an additional FTL or adaptive optics to 
further correct wavefront error. In addition, it is possible to speed up the post-process through 
a faster computation device, such as a graphic processing unit (GPU), to reconstruct 3D 
images in real time. 
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